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Code： https://github.com/JHL-HUST/NAGphormer.
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Introduction

1、Hop2Token，resulting in a sequence of token vectors that preserves neighborhood 
information for different hops，regard each node in the complex graph data as a sequence 
of tokens。

1、Existing graph Transformers hard to scale to large graphs

QUESTION:

WORK:

2、NAGphormer, for the node classification task. In self-attention mechanism, it can learn 
more expressive node representations from the multi-hop neighborhoods

2、over-smoothing and over-squashing problems, the negative influence of these inherent 
limitations cannot be eliminated completely.

3、develop an attention-based readout function to adaptively learn the importance 
of different-hop neighborhoods to further boost the model performance.
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Overview

Model framework of NAGphormer
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Method

Graph Neural Network (GNN)

Decoupled Graph Convolutional Network (GCN)

Hop2Token
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Method
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